
Analyzing Circular Time Series by Using Markov Models Based on
Nonnegative Trigonometric Sums

J.J. Fernández-Durán1,∗ and M.M. Gregorio-Domínguez2

1 Departament of Statistics, División Académica de Actuaría, Estadística y Matemáticas, Instituto Tecnológico
Autónomo de México. Río Hondo No. 1, Col. Progreso Tizapán, C.P. 01080, México D.F., México,
e-mail: jfdez@itam.mx
2 Departament of Actuarial Science, División Académica de Actuaría, Estadística y Matemáticas, Instituto Tec-
nológico Autónomo de México. Río Hondo No. 1, Col. Progreso Tizapán, C.P. 01080, México D.F., México,
e-mail: mercedes@itam.mx
∗Corresponding author

Abstract. In [2] a new family of univariate circular distributions based on nonnegative trigonometric
(Fourier) sums (series) was developed. This family was extended to the multivariate case in [4] by
using multiple nonnegative trigonometric sums to model the joint distribution of a vector of angular
(circular) random variables. In this work, we use the univariate and multivariate family of circular
distributions based on nonnegative trigonometric sums to model time series of circular data by using
Markov models. Practical examples of circular time series include the hourly wind directions at dif-
ferent monitoring stations, the hourly recorded directions taken by an animal and the hourly recorded
directions of a hurricane, among others.
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1 Univariate and Multivariate Nonnegative Trigonometric Sums (NNTS)
Densities

The probability density function, f (θ;c), of a circular random variable Θ ∈ (0,2π] must be nonnegative
and periodic ( f (θ+2kπ;c) = f (θ;c)) for any integer k where c is the vector of parameters (see [5], [7],
[8] and [9]).

[1] first identified the conditions that must be satisfied by the coefficients of a nonnegative trigono-
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metric sum. Using Fejér’s findings, [2] defined a family of circular distributions by

f (θ;c,M) =
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where ∑M
k=0 ∣∣ck∣∣2 = 1

2π and ak− ibk = 2∑n−k
ν=0 cν+kcν for complex numbers cl = crl+ iccl for k= 1,2, ...,M

and l = 0,1, ...,M. Note that the uniform circular distribution can be seen as a particular case of the family
by setting ak = bk = 0 for k = 1, ...,M or, equivalently, M = 0. Given the restriction ∑M

k=0 ∣∣ck∣∣2 = 1
2π ,

c0 is a positive real number c0 =
√

1
2π −∑M

k=1 ∣∣ck∣∣2. In this case, the vector of complex parameters,
c, has a dimension of 2M+2 with 2M free parameters. Also, the order of the trigonometric sum, M,
which also corresponds to the maximum number of modes of the density, is considered as an additional
parameter. This family of circular distributions has the advantage of being able to fit datasets that present
multimodality and/or skewness because the density function can be expressed as a mixture of multimodal
circular distributions. The interpretation of the c parameters can be done by expressing the c parameters
as ck = ρke−iφk for k = 0, . . . ,M. Then, the angles of the c parameters, φk for k = 0, . . . ,M, are location
parameters and the norms of the c parameters, ρk for k = 0, . . . ,M, are scale parameters that reflect the
importance of each of the terms in the sum that defines the circular density in Equation (1) because
∑M

k=0 ρ2
k =

1
2π .

Let θ = (θ1,θ2, . . . ,θR) be a vector of angular random variables, i.e., θi ∈ (0,2π] for i = 1, . . . ,R
and let f (θ;c) be its probability density function. Note that f (θ;c) must have a period of 2π in all its
arguments.

Now let us extend the results of [2] and [3] to multivariate random vectors of angular random vari-
ables. We consider multiple trigonometric (Fourier) sums (series). Let the squared norm of such a sum
define the density function f (θ;c,M) as

f (θ;c,M) =
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where the vector of parameters (c,M) contains the complex numbers ck1k2...kR for kj = 0, . . . ,Mj for
j = 1, . . . ,R and M = (M1,M2, . . . ,MR) are additional parameters and c̄m1m2...mR refers to the complex
conjugate of cm1m2...mR . To ensure that f (θ;c,M) integrates to 1 the following restriction on the c param-
eter must be imposed
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1

(2π)R . (3)

Note that the special case M1 = M2 = . . . = MR = 0 corresponds to a uniform distribution on the R-
dimensional torus. The components of the vector M that are equal to zero correspond to marginal uniform
distributions of the corresponding components of the θ random vector.

The joint trigonometric moment of order (n1,n2, . . . ,nR) for integers nj for j = 1, . . . ,R is given by
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The univariate marginal distributions, f (θn;c(n),Mn) are given by

f (θn;c(n),Mn) = (2π)R−1
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Note that the univariate marginal distributions are members of the multivariate nonnegative trigono-
metric sums (MNNTS) family. This finding also applies to the marginal distributions of any number of
components of the original vector of angular random variables having an MNNTS distribution. Condi-
tional densities are obtained from the joint distributions and are also members of the MNNTS family.
Note that the joint, marginal and conditional trigonometric moments are obtained as functions of the c
parameters.

2 Circular Time Series Markov Models Based on NNTS Densities

For previous works in the statistical analysis of time series of circular data, the interested reader can
consult [6] and the references therein. Now, since the (M)NNTS c parameter space corresponds to
the surface of a hypersphere, it is possible to construct Markov models for time series of univariate or
multivariate circular data: Let θ1,θ2, . . . ,θT be a time series of (univariate or multivariate) circular data.
We assume that θt is distributed as an (M)NNTS density with parameters (ct ,M) for t = 1,2, . . . ,T . The
equation defining the Markovian evolution of the c parameter is given as follows:

ct = Ect−1 + vt (7)

where E is a complex unitary matrix and vt is a random error on the surface of the corresponding hyper-
sphere (for example, von Mises-Fisher distributed). The matrix E should be complex unitary to maintain
the norm constraint of ct :

∣∣Ect−1∣∣2 = c′t−1E ′Ect−1 = c′t−1ct−1 (8)

since E ′E = I. We applied the proposed methodology to two real datasets. The first one consists of the
circular time series of directions of hurricanes and the second one is on levels of certain pollutants and
wind directions in Mexico City. The method of maximum likelihood was used to estimate the parameters,
E and M, of the (M)NNTS Markov time series model.
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