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Abstract

This paper focuses on the estimation of α-convex sets. Formally, let S ⊂ R
d be

a nonempty α-convex compact set with α > 0. The goal is to estimate S based
on a sample from a random variable with support S. In this setting, the α-convex
hull of the sample turns out to be the natural estimator. A sufficient and necessary
condition for the consistency of the estimator and its convergence rate are given.
Some useful results relating α-convexity to other geometric restrictions such as the
free rolling condition are also obtained.
Keywords: convexity, α-convexity, set estimation, free rolling condition

1 Introduction

The support estimation problem is formally established as the problem of estimat-
ing the support of an absolutely continuous probability measure PX from indepen-
dent observations drawn from it. Korostelëv and Tsybakov (1993) refers to Geffroy
(1964), Rényi and Sulanke (1963), and Rényi and Sulanke (1964) as the first works
on support estimation. Rényi and Sulanke (1963) and Rényi and Sulanke (1964)
studied the case when S is a convex support in the bidimensional euclidean space
and proposed a natural estimator, the convex hull of the sample Xn. However, if S
is not convex, the convex hull of the sample is not an appropriate estimator. In a
more flexible framework, Chevalier (1976) and Devroye and Wise (1980) proposed
to estimate the support (without any shape restriction) of an unknown probability
measure by means of a smoothed version of the sample Xn. The problem of sup-
port estimation was introduced by Devroye and Wise (1980) in connection with a
practical application, the detection of abnormal behaviour of a system, plant or ma-
chine. Results on the performance of the estimator were obtained, among others, by
Chevalier (1976), Devroye and Wise (1980), and Korostelëv and Tsybakov (1993).
Of course, there are situations in between the two described above, that is, we can
assume that the set S satisfies some shape restriction, more flexible than convexity.
In Rodŕıguez-Casal (2007), the estimation of an α-convex support is considered. In
this work we also focus on the problem of support estimation under the assumption
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of α-convexity. The α-convexity, defined in Section 2, is a condition that affects the
shape of the set of interest but which is less restrictive than convexity and therefore,
it allows a wider range of applications.

The paper is organized as follows. In Section 2 we introduce some notation and
describe the estimator under study, the α-convex hull of a random sample of points
taken in the set of interest. The main results on the behaviour of the estimator,
regarding its consistency and optimal convergence rate, are stated in Section 3.
In order to obtain the asymptotic properties of the estimator it will be useful to
construct unavoidable families of sets. The precise definition and some general
results on the construction of such families in R

d are stated in Section 4. All proofs
are deferred to Section 5. We also include an Appendix with some useful results
relating the α-convexity with other geometric restrictions.

2 Notation and preliminaries

Let R
d be the d-dimensional Euclidean space, equipped with the inner product 〈·, ·〉

and the norm ‖·‖. We denote by B(x, r) and B̊(x, r) the closed and open ball with
centre x and radius r, respectively. In order to simplify the notation B and B̊ will
stand for B(0, 1) and B̊(0, 1). Given A ⊂ R

d, Ac, int(A), A and ∂A will denote the
complement, interior, closure and boundary of A, respectively. The distance from a
point x ∈ R

d to the set A is defined by d(x,A) = inf {‖x − a‖ : a ∈ A} . A crucial
concept to be used in this paper is the following notion of α-convexity.

Definition 2.1. A set A ⊂ R
d is said to be α-convex, for α > 0, if A = Cα(A),

where

Cα(A) =
⋂

{B̊(x,α): B̊(x,α)∩A=∅}

(

B̊(x, α)
)c

is called the α-convex hull of A.

The α-convex hull of a set is intimately related to the dilation and erosion mor-
phological operators through the closing of the set. The idea behind the closing is
to define an operator that tends to recover the original shape of a set that has been
previously dilated. This is achieved by eroding the dilated set. It is easy to see that

Cα(A) = (A ⊕ αB̊) ⊖ αB̊,

where the symbols ⊕, ⊖ denote the Minkowski sum and difference, defined respec-
tively by A⊕C = {a+c : a ∈ A, c ∈ C}, A⊖C = {x : {x}⊕C ⊂ A}. Therefore, the
α-convexity of a set can be defined in terms of its closing with respect to B̊(0, α).
The set A is said to be α-convex if A = (A ⊕ αB̊) ⊖ αB̊.

We will assume throughout that S is a nonempty compact subset of R
d and that

S is α-convex for some α > 0. Assume that we are given a random sample Xn =
{X1, . . . ,Xn} from X, where X denotes a random variable in R

d with distribution
PX and support S. Then, S = Cα(S) and the α-convex hull of the sample

Cα(Xn) = (Xn ⊕ αB̊) ⊖ αB̊ (1)

turns out to be a natural estimator for the set S. The α-convex hull of the sample
as defined in (1) has the drawback of depending on the unknown parameter α. This
difficulty can be overcome by taking a sequence of positive numbers {rn} converging
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to zero as n tends to infinity. This ensures that rn ≤ α for large enough n. For the
sake of simplicity we assume that rn ≤ α for all n and define the estimator

Sn = Crn
(Xn) = (Xn ⊕ rnB̊) ⊖ rnB̊. (2)

Remark 2.1. The definition of Sn given in (2) arises naturally in connection with
the definition of the α-convex hull. It is not difficult to prove that, with probability
one, (Xn ⊕ rnB̊) ⊖ rnB̊ coincides with (Xn ⊕ rnB) ⊖ rnB and, therefore, we could
have also defined Sn as the closing of Xn with respect to B(0, rn). Both definitions
will be used indiscriminately in the proofs.

In order to evaluate the performance of the estimator Sn, we will consider the
distance in measure, a usual metric to quantify the similarity in content of two sets.
The distance in measure between two Borel sets A and C is defined by dµ(A,C) =
µ(A∆C), where µ denotes the Lebesgue measure and A∆C = (A \ C) ∪ (C \ A).
Since with probability one Xn ⊂ S, we obtain by the properties of the α-convex hull
operator that Sn ⊂ S and dµ(S, Sn) = µ(S \ Sn).

As in Rodŕıguez-Casal (2007), we require an additional condition on S which,
in particular, implies the α-convexity. This assumption is related to the following
definition.

Definition 2.2. Let A ⊂ R
d be a closed set. The ball αB is said to roll freely in A if

for each boundary point a ∈ ∂A there exists some x ∈ A such that a ∈ B(x, α) ⊂ A.

We assume that a ball of radius α > 0 rolls freely in S and in Sc. This free rolling
type condition plays a major role in the proofs and it deserves some comments. First,
it excludes the presence of sharp peaks in the set. Note that, by merely assuming
α-convexity, we cannot ensure that the boundary of the set is smooth. On the other
hand, assuming that a ball of radius α > 0 rolls freely in S rules sets with isolated
points out, for example. Roughly speaking, the free rolling condition in S forces the
boundary points to be in direct contact with the interior of the set. Some results
relating the rolling condition to the α-convexity are given in the Appendix.

3 Main results

The aim of this section is to present the results on the consistency (Theorem 3.1) and
convergence rate of the estimator Sn defined in (2) (Theorem 3.2). We also include
a result (Theorem 3.3) that proves that the convergence rate obtained in Theorem
3.2 cannot be improved. The concept of unavoidable family, briefly discussed in
Section 4, will play a major role in the proofs of these results which are postponed
to Section 5.

Theorem 3.1. Let S ⊂ R
d be a nonempty α-convex compact set with α > 0. Let X

be a random variable with probability distribution PX and density f whose support is
S. Let Xn = {X1, . . . ,Xn} be a random sample from X and let {rn} be a sequence
of positive terms which do not depend on the sample such that rn ≤ α. Then,

lim
n→∞

E(dµ(S, Sn)) = 0

if and only if limn→∞ nrd
n = ∞.
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Remark 3.1. By definition, dµ(S, Sn) = µ(S \ Sn) + µ(Sn \ S). The α-convexity
assumption of Theorem 3.1 ensures that Sn ⊂ S and, therefore, µ(Sn \ S) = 0.
Anyway, if the set S is not assumed to be α-convex, a similar consistency result can
be stated under an extra condition on the parameter rn. It can be proved that, if
{rn} is a sequence of positive terms such that limn→∞ rn = 0 and limn→∞ nrd

n = ∞,
then limn→∞ E(dµ(S, Sn)) = 0. Without going into details, the proof follows easily
from

E(dµ(S, Sn)) = E(µ(S \ Sn)) + E(µ(Sn \ S)). (3)

The first term in the right-hand side of (3) is studied in Theorem 3.1 and the
α-convexity assumption is not needed to guarantee that limn→∞ E(µ(S \ Sn)) = 0
for a compact set S. For the second term in the right-hand side of (3) we have
E(µ(Sn \S)) ≤ µ(S ⊕ rnB)−µ(S) since, with probability one, Sn ⊂ (S ⊕ rnB). The
Lebesgue dominated convergence theorem ensures that limn→∞ µ(S ⊕ rnB) = µ(S)
if limn→∞ rn = 0.

Having obtained the consistency of the estimator, we now focus on the conver-
gence rate of E(dµ(S, Sn)). Rodŕıguez-Casal (2007) obtains, under similar conditions
on S, the almost sure convergence rate of dµ(S, Sn). A more detail comparison of
these results is given in Remark 3.2, after the statement Theorem 3.2, below.

Theorem 3.2. Let S be a nonempty compact subset of R
d such that a ball of radius

α > 0 rolls freely in S and in Sc. Let X be a random variable with probability
distribution PX and support S. We assume that the probability distribution PX

satisfies that there exists δ > 0 such that PX(C) ≥ δµ(C ∩ S) for all Borel subset
C ⊂ R

d. Let Xn = {X1, . . . ,Xn} be a random sample from X and let {rn} be a
sequence of positive numbers which do not depend on the sample such that rn ≤ α.
If the sequence {rn} satisfies

lim
n→∞

nrd
n

log n
→ ∞, (4)

then

E(dµ(S, Sn)) = O

(

r
− d−1

d+1
n n− 2

d+1

)

. (5)

Remark 3.2. Rodŕıguez-Casal (2007) proves that, if S is under the conditions of
Theorem 1 of Walther (1999) and {rn} is a sequence of positive numbers satisfy-
ing (4), then dµ(S, Sn) = O(r−1

n (log n/n)2/(d+1)), almost surely. The convergence
rate of E(dµ(S, Sn)) obtained in Theorem 3.2 is, therefore, faster than the almost
sure convergence rate of dµ(S, Sn). Note that the logarithmic term vanishes in (5).

Moreover, the penalty factor r
−(d−1)/(d+1)
n is asymptotically smaller than r−1

n .

Theorem 3.3. Under the conditions of Theorem 3.2, there exist sets S for which

lim inf
n→∞

r
d−1
d+1
n n

2
d+1 E(dµ(S, Sn)) > 0.

Remark 3.3. We conjecture that

lim inf
n→∞

r
d−1
d+1
n n

2
d+1 E(dµ(S, Sn)) > 0

for any set S under the conditions of Theorem 3.2. The proof relies on the following
“local convexity” property, which we think S fulfills. We say that S is “locally
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convex” in B(s, τ) ∩ ∂S for s ∈ ∂S and τ > 0 if there exists ε > 0 such that for
all t ∈ B(s, τ) ∩ ∂S, the set B(t, ε) ∩ S is contained in the halfspace {x ∈ R

d :
〈x − t, η(t)〉 ≤ 0}, being η(t) the outward pointing unit normal vector at t.

4 Unavoidable families in R
d

According to the definition of the estimator Sn given in (2) and by Remark 2.1, we
have

E(dµ(S, Sn)) = E(µ(S \ Sn)) = E(µ{x ∈ S : x /∈ Sn})

= E

∫

S

I{x/∈Sn}µ(dx) =

∫

S

P (x /∈ Sn)µ(dx)

=

∫

S

P (∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅)µ(dx). (6)

where IA denotes the indicator function on A ⊂ R
d. In order to bound (6), we make

use of the concept of unavoidable family of sets, defined below.

Definition 4.1. Let x ∈ R
d, r > 0 and Ex,r = {B(y, r) : y ∈ B(x, r)}. The family

of sets Ux,r is said to be unavoidable for Ex,r if, for all B(y, r) ∈ Ex,r, there exists
U ∈ Ux,r such that U ⊂ B(y, r).

As a consequence of Definition 4.1, if Ux,rn
is an unavoidable family of sets for

Ex,rn
, then {∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅} ⊂ {∃U ∈ Ux,rn

: U ∩ Xn = ∅} and

P (∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅) ≤ P (∃U ∈ Ux,rn
: U ∩ Xn = ∅).

Moreover, if Ux,rn
is a finite family,

P (∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅) ≤ P (∃U ∈ Ux,rn
: U ∩ Xn = ∅)

≤
∑

U∈Ux,rn

P (U ∩ Xn = ∅)

=
∑

U∈Ux,rn

P (∀Xj , j = 1, . . . , n,Xj /∈ U)

=
∑

U∈Ux,rn

(1 − PX(U))n. (7)

To sum up, if we define for each x ∈ S a family Ux,rn
unavoidable and finite for

Ex,rn
then, from (6) and (7), it follows that

E(dµ(S, Sn)) =

∫

S

P (∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅)µ(dx)

≤

∫

S

∑

U∈Ux,rn

(1 − PX(U))nµ(dx). (8)

From (8) it is apparent that the problem of finding an upper bound for E(dµ(S, Sn))
reduces to the problem of finding a lower bound for PX(U), for all U ∈ Ux,rn

. In
view of (8) it would be desirable that both the lower bound and the number of
elements of the family Ux,rn

depend in the simplest possible way on the point x.
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Given a point x ∈ S, there is not just one possible unavoidable family Ux,rn
and the

sets U ⊂ Ux,rn
can substantially change from one family to another. It is important

to note that the shape of U determines the value of PX(U). Therefore, the choice
of Ux,rn

is a crucial point in the resolution of (8). Proposition 4.1 defines a finite
family of unavoidable sets for Ex,rn

when x ∈ S and d(x, ∂S) > rn/2. The result
also gives a lower bound for the probability of such sets, which is independent of
x. In the same manner, Proposition 4.2 defines a finite family of unavoidable sets
for Ex,rn

and gives a lower bound for the probability of such sets when x ∈ S and
d(x, ∂S) ≤ rn/2. In that case the probability depends on the distance from x to
the boundary of the set. Moreover, the number of sets that form the unavoidable
families is independent of x in both situations. For the proofs of these results we
refer to Pateiro-López (2008).

Proposition 4.1. Let S be a nonempty compact subset of R
d such that a ball of

radius α > 0 rolls freely in S and in Sc. Let X be a random variable with probability
distribution PX and support S. We assume that the probability distribution PX

satisfies that there exists δ > 0 such that

PX(C) ≥ δµ(C ∩ S)

for all Borel subset C ⊂ R
d.

Then, for all x ∈ S such that d(x, ∂S) > rn/2, there exists a finite family Ux,rn

with m1 elements, unavoidable for Ex,rn
and that satisfies

PX(U) ≥ L1r
d
n, U ∈ Ux,rn

,

where the constant L1 > 0 is independent of x.

Proposition 4.2. Let S be a nonempty compact subset of R
d such that a ball of

radius α > 0 rolls freely in S and in Sc. Let X be a random variable with probability
distribution PX and support S. We assume that the probability distribution PX

satisfies that there exists δ > 0 such that

PX(C) ≥ δµ(C ∩ S)

for all Borel subset C ⊂ R
d.

Then, for all x ∈ S such that d(x, ∂S) ≤ rn/2, there exists a finite family Ux,rn

with m2 elements, unavoidable for Ex,rn
and that satisfies

PX(U) ≥ L2r
d−1
2

n d(x, ∂S)
d+1
2 , U ∈ Ux,rn

,

where the constant L2 > 0 is independent of x.

5 Proofs

Proof of Theorem 3.1. Recall that, according to the definition of the estimator Sn

and by (6),

E(dµ(S, Sn)) = E(µ(S \ Sn)) =

∫

S

P (∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅)µ(dx).
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Let us first assume that limn→∞ nrd
n = ∞. We shall see that, for almost all x ∈ R,

lim
n→∞

P (∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅) = 0. (9)

Note that if (9) holds, then by the dominated convergence theorem

lim
n→∞

E(dµ(S, Sn)) = lim
n→∞

∫

S

P (∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅)µ(dx)

=

∫

S

lim
n→∞

P (∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅)µ(dx)

= 0. (10)

Let Sd = {u ∈ R
d : ‖u‖ = 1} be the unit sphere in R

d. For u ∈ Sd, we
define the sets Cu = {x ∈ R

d : 〈x, u〉 ≥ ‖x‖ cos π/6} and the generalized circular
sectors Cu,r = Cu ∩ B(0, r), see Figure 1. For each x ∈ S let us consider the family

u

Cu

Figure 1: Cu in R
3.

Ux,rn
= {Uu

x,rn
, u ∈ W}, where W is a finite family of unit vectors such that

B(0, r) =
⋃

u∈W

Cu,r,

for all r > 0 (it can be proved that W exists and is well defined) and, for each
u ∈ W, Uu

x,rn
= {x}⊕Cu,rn

is the translation of the set Cu,rn
by x. It follows easily

that Ux,rn
is a finite unavoidable family for Ex,rn

. Denote by m the number of sets
of Ux,rn

, which coincides with the number of unit vectors of W. Then, using the
same argument as in (8) we have that

P (∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅) ≤
∑

u∈W

(1 − PX(Uu
x,rn

))n. (11)

In order to give a lower bound for PX(Uu
x,rn

) in (11) it will be useful following general
version of the Lebesgue density theorem. See Devroye (1983) for the proof of the
lemma.
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Lemma 5.1 (Lebesgue density theorem, Devroye (1983)). If f is a density in R
d

and A is a compact set of R
d with µ(A) > 0, then

lim
h→0

1

µ(hA)

∫

{x}⊕hA

f(y)dy = f(x), almost all x.

Lemma 5.1 gives us the key to bounding the probability of small compact sets in
a neighbourhood of the point x, from the value of the density in x and the Lebesgue
measure of the set. Thus, let us consider the compact set Cu,1 and h > 0. We have
that

{x} ⊕ hCu,1 = {x} ⊕ Cu,h = Uu
x,h.

It follows from Lemma 5.1 that for almost all x, there exists hx such that for all
h ≤ hx we have

PX(Uu
x,h) =

∫

Uu
x,h

f(y)dy ≥
f(x)

2
µ(Cu,h). (12)

For each n ∈ N let hn ≡ hn,x = min(rn, hx). Then Uu
x,hn

⊂ Uu
x,rn

and we can apply
(12) to conclude that

PX(Uu
x,rn

) ≥ PX(Uu
x,hn

) ≥
f(x)

2
µ(Cu,hn

) ≥
f(x)

2

µ(B(0, hn))

m
=

f(x)

2

wdh
d
n

m
= Lxhd

n,

where, if x ∈ S, Lx = f(x)wd

2m > 0. Returning to (11) we have

P (∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅) ≤ m(1 − Lxhd
n)n ≤ me−nLxhd

n .

The last inequality follows from the fact that (1 − z)n ≤ e−nz, for z ∈ [0, 1]. Note
that we can guarantee that Lxhd

n ≤ 1 since Lxhd
n ≤ PX(Uu

x,rn
). Then

lim
n→∞

P (∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅) ≤ lim
n→∞

me−nLxhd
n .

Finally, the definition of hn and the assumption limn→∞ nrd
n = ∞ yield limn→∞ nLxhd

n =
∞. As a consequence,

lim
n→∞

P (∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅) = 0, for almost all x ∈ S,

which yields (10).
We now prove the converse assertion. Let us assume that limn→∞ E(dµ(S, Sn)) = 0.

Note that

P (∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅) ≥ P (B(x, rn) ∩ Xn = ∅)

= (1 − PX(B(x, rn)))n. (13)

If the sequence {nrd
n} does not converge to infinity as n → ∞, then we may find a

bounded subsequence {nkrd
nk
}. Therefore, there exists M > 0 such that nkrd

nk
≤ M

for all nk and as an immediate consequence limk→∞ rd
nk

= 0. In this case Lemma
5.1 ensures that, for almost all x, for large enough k,

PX(B(x, rnk
)) =

∫

B(x,rnk
)

f(y)dy ≤ 2f(x)µ(B(0, rnk
)) = 2f(x)wdr

d
nk

= Lxrd
nk

,

(14)
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where now Lx = 2f(x)wd. In order to simplify the notation let

Ψn(x) = P (∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅)

and consider the subsequence {Ψnk
(x)}. We now combine (13) and (14) to get

lim inf
k→∞

Ψnk
(x) ≥ lim inf

k→∞
(1 − PX(B(x, rnk

)))nk

≥ lim inf
k→∞

(1 − Lxrd
nk

)nk

≥ lim inf
k→∞

exp

(

−nkLxrd
nk

1 − Lxrd
nk

)

≥ e−LxM . (15)

We have used that (1− z)n ≥ exp(−nz/(1− z)) for z ∈ [0, 1). The case when z = 0
is straightforward and for z ∈ (0, 1) write (1 − z)n = exp(n log(1 − z)) and use the
fact that log(1 − z) > −z/(1 − z). The last inequality holds since limk→∞ rd

nk
= 0

and {nkrd
nk
} is bounded by M . By the Fatou’s Lemma and (15) we obtain

lim
k→∞

E(dµ(S, Snk
)) = lim

k→∞

∫

S

Ψnk
(x)µ(dx)

= lim inf
k→∞

∫

S

Ψnk
(x)µ(dx) ≥

∫

S

lim inf
k→∞

Ψnk
(x)µ(dx) > 0,

which is a contradiction since we are assuming that limn→∞ E(dµ(S, Sn)) = 0 and
hence every subsequence of E(dµ(S, Sn)) must also converge to zero. So, the sequence
{nrd

n} must converge to infinity and this concludes the proof of the theorem. �

Proof of Theorem 3.2. Recall that, if we define for each x ∈ S a family Ux,rn

unavoidable and finite for Ex,rn
, then

E(dµ(S, Sn)) ≤

∫

S

∑

U∈Ux,rn

(1 − PX(U))nµ(dx)

≤

∫

S

∑

U∈Ux,rn

exp(−nPX(U))µ(dx).

The last inequality follows by applying that (1 − z)n ≤ e−nz, for z ∈ [0, 1]. We
divide S into two subsets

S =
{

x ∈ S : d(x, ∂S) >
rn

2

}

∪
{

x ∈ S : d(x, ∂S) ≤
rn

2

}

and then

E(dµ(S, Sn)) ≤

∫

{x∈S: d(x,∂S)> rn
2 }

∑

U∈Ux,rn

exp(−nPX(U))µ(dx)

+

∫

{x∈S: d(x,∂S)≤ rn
2 }

∑

U∈Ux,rn

exp(−nPX(U))µ(dx). (16)
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For those x ∈ S such that d(x, ∂S) > rn/2 we make use of the families Ux,rn
given

in Proposition 4.1. Recall that Proposition 4.1 ensures the existence of suitable
finite families Ux,rn

and provides a lower bound on the probability of the sets U ,
independent of x. Thus,

∫

{x∈S: d(x,∂S)> rn
2 }

∑

U∈Ux,rn

exp(−nPX(U))µ(dx)

≤

∫

{x∈S: d(x,∂S)> rn
2 }

m1 exp(−nL1r
d
n)µ(dx)

= O
(

e−L1nrd
n

)

, (17)

where m1 denotes the finite number of elements of Ux,rn
. Note that m1 is also

independent of x. Now, for those x ∈ S such that d(x, ∂S) ≤ rn/2, we may consider
the unavoidable families Ux,rn

given in Proposition 4.2. Let m2 be the number of
elements of Ux,rn

. We have that
∫

{x∈S: d(x,∂S)≤ rn
2 }

∑

U∈Ux,rn

exp(−nPX(U))µ(dx)

≤

∫

{x∈S: d(x,∂S)≤ rn
2 }

m2 exp
(

−L2nr
d−1
2

n d(x, ∂S)
d+1
2

)

µ(dx)

=

∫

T −1([0,rn/2])

g(T (x))µ(dx),

where T : S → R is defined as T (x) = d(x, ∂S) and g(z) = m2 exp(−L2nr
d−1
2

n z
d+1
2 ).

It follows from the change of variables formula (see Theorem 16.12 of Billingsley
(1995)) that

∫

T −1([0,rn/2])

g(T (x))µ(dx) =

∫

[0,rn/2]

g(ρ)µT −1(dρ)

where ρ = T (x) and µT −1 is the measure on R defined by µT −1(A) = µ(T −1(A)),
for A ⊂ R. The measure µT −1 is characterized by F (z) = µ{x ∈ S : d(x, ∂S) ≤ z}.
Under the stated conditions it can be proved that, for 0 ≤ z < α, F (z) is a poly-
nomial of degree at most d in z, see Federer (1959). Therefore, it is a differentiable
function and F ′(z) is bounded on compact sets. In short, we obtain

∫

[0,rn/2]

g(ρ)µT −1(dρ)

=

∫

[0,rn/2]

m2 exp
(

−L2nr
d−1
2

n ρ
d+1
2

)

F ′(ρ)dρ

≤ K

∫
rn
2

0

m2 exp
(

−L2nr
d−1
2

n ρ
d+1
2

)

dρ

= K

∫

L2n

2(d+1)/2
rd

n

0

m2
1

d+1
2 L

2/(d+1)
2

r
− d−1

d+1
n n− 2

d+1 e−vv
1−d
d+1 dv

= O

(

r
− d−1

d+1
n n− 2

d+1

)

, (18)
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where we have used the change of variables formula v = L2nr
d−1
2

n ρ
d+1
2 and also the

fact that
∫∞

0
e−vv

1−d
d+1 dv < ∞. Turning to the computation of E(dµ(S, Sn)) in (16),

it follows from (17) and (18) that

E(dµ(S, Sn)) = O

(

e−L1nrd
n + r

− d−1
d+1

n n− 2
d+1

)

. (19)

Now if (4) holds, then for all M > 0 there exists N ∈ N such that nrd
n ≥ M log n,

for all n ≥ N and hence

e−L1nrd
n ≤ e−L1M log n = n−L1M .

As a consequence

lim sup
n→∞

e−L1nrd
n

r
− d−1

d+1
n n− 2

d+1

≤ lim sup
n→∞

n−L1M

r
− d−1

d+1
n n− 2

d+1

= lim sup
n→∞

r
d−1
d+1
n n( 2

d+1−L1M) = 0, (20)

for large enough M . Remember that rn is bounded (rn ≤ α by assumption). We
now combine (19) and (20) to obtain

E(dµ(S, Sn)) = O

(

e−L1nrd
n + r

− d−1
d+1

n n− 2
d+1

)

= O

(

r
− d−1

d+1
n n− 2

d+1

)

,

which completes the proof. �

Proof of Theorem 3.3. Let S = B(0, α) and assume that the distribution PX is
uniform on S. Our aim is to find a lower bound for E(dµ(S, Sn)). Thus,

E(dµ(S, Sn)) =

∫

S

P (∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅)µ(dx)

≥

∫

{x∈S: d(x,∂S)≤ rn
2 }

P (∃y ∈ B(x, rn) : B(y, rn) ∩ Xn = ∅)µ(dx).

For each x ∈ S such that d(x, ∂S) ≤ rn/2 let η = x/ ‖x‖ and

x̃ = (α + rn − d(x, ∂S))η = (‖x‖ + rn)η. (21)

Note that x̃ ∈ B(x, rn) and hence

P (∃y ∈ B(x, rn) : B(y, rn)∩Xn = ∅) ≥ P (B(x̃, rn)∩Xn = ∅) = (1−PX(B(x̃, rn)))n.

In short,

E(dµ(S, Sn)) ≥

∫

{x∈S: d(x,∂S)≤ rn
2 }

(1 − PX(B(x̃, rn)))nµ(dx), (22)

where x̃ is given by (21). First we shall see that PX(B(x̃, rn)) ≤ 1/2. Under the
assumption of the uniform distribution on S, we have

PX(B(x̃, rn)) =
µ(B(x̃, rn) ∩ S)

µ(S)
. (23)
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Let us consider an orthogonal transformation O : R
d → R

d such that O(η) = −ed,
where ed = (0, . . . , 0, 1) ∈ R

d. Then

O(B(x̃, rn) ∩ S) = B(−(α + rn − d(x, ∂S))ed, rn) ∩ B(0, α).

It is easy to see that

B(−(α + rn − d(x, ∂S))ed, rn) ⊂ {z ∈ R
d : 〈z, ed〉 ≤ 0}

and, since the Lebesgue measure is invariant under orthogonal transformations, we
have

µ(B(x̃, rn) ∩ S) = µ(B(−(α + rn − d(x, ∂S))ed, rn) ∩ B(0, α))

≤ µ({z ∈ R
d : 〈z, ed〉 ≤ 0} ∩ B(0, α))

=
1

2
µ(B(0, α)). (24)

Combine (23) and (24) to get

PX(B(x̃, rn)) ≤
1

2
. (25)

We return to (22) to obtain that

E(dµ(S, Sn)) ≥

∫

{x∈S: d(x,∂S)≤ rn
2 }

(1 − PX(B(x̃, rn)))nµ(dx)

≥

∫

{x∈S:d(x,∂S)≤rn/2}

exp

(

−nPX(B(x̃, rn))

1 − PX(B(x̃, rn))

)

µ(dx)

≥

∫

{x∈S:d(x,∂S)≤rn/2}

exp (−2nPX(B(x̃, rn))) µ(dx). (26)

We have used again the fact that (1− z)n ≥ exp(−nz/(1− z)) for z ∈ [0, 1) together
with (25). In view of (26) we need again an upper bound for PX(B(x̃, rn)). The
bound in (25) will be now too rough for our purposes and so we shall see that it can
be sharpened. Let us now consider the composed function formed by first applying
the previous orthogonal transformation O : R

d → R
d such that O(η) = −ed and

then applying the translation by the vector (α − d(x, ∂S))ed, see Figure 2. Using
again that the Lebesgue measure is invariant under orthogonal transformations and
translations we have that

µ(B(B(x̃, rn) ∩ S)) = µ(B(−rned, rn) ∩ B((α − d(x, ∂S))ed, α)).

The set B(−rned, rn) ∩ B((α − d(x, ∂S))ed, α) is the intersection of two balls with
radius rn and α such that the distance between their centres is equal to α + rn −
d(x, ∂S). Then,

B(−rned, rn) ∩ B((α − d(x, ∂S))ed, α) = C(h1) ∪ A(h2),

where
C(h1) = {x ∈ R

d : −h1 ≤ 〈x, ed〉 ≤ 0} ∩ B(−rned, rn),

12



b

b

x

x̃

η

B(0, α)

B(x̃, rn)

bO(x̃)

−e2

B(0, α)

h2
h1

b

b

B(−rne2, rn)

−→
O

−→
⊕{(α − d(x, ∂S))e2}

(a) (b) (c)

Figure 2: (a) B(x̃, rn) ∩ S. (b) Result of applying an orthogonal transformation O :
R

2 → R
2 such that O(η) = −e2. (c) Translation by the vector (α−d(x, ∂S))e2. In black

A(h2) and in gray C(h1).

and

A(h2) = {z ∈ R
d : −(h1 + h2) ≤ 〈z, ed〉 ≤ −h1} ∩ B((α − d(x, ∂S))ed, α).

The values of h1 and h2 are easily deduced from the Pythagorean theorem by solving
the system







(rn − h1)
2 + λ2 = r2

n,
(α − h2)

2 + λ2 = α2,
h1 + h2 = d(x, ∂S).

Thus,

h1 =
d(x, ∂S)(2α − d(x, ∂S))

2(α + rn − d(x, ∂S))
, h2 =

d(x, ∂S)(2rn − d(x, ∂S))

2(α + rn − d(x, ∂S))
.

Since C(h1) and A(h2) are disjoint, up to a zero measure set, we have

µ(B(−rned, rn) ∩ B((α − d(x, ∂S))ed, α)) = µ(C(h1)) + µ(A(h2)). (27)

First, in order to find an upper bound in (27), we shall see that µ(A(h2)) ≤ µ(C(h1)).
It can be easily proved that µ(A(h2)) = µ(A0(h2)), where

A0(h2) = {z = (z1, . . . , zd) ∈ R
d : 0 ≤ 〈z, ed〉 ≤ h2} ∩ B(−(α − h2)ed, α).

Note that A0(h2) is obtained after applying an orthogonal transformation and a
translation to A(h2). Let 0 ≤ l ≤ h2 and define the set

A0(h2, l) = {z = (z1, . . . , l) ∈ R
d : z ∈ A0(h2)}.

Then

µ(A0(h2)) =

∫ h2

0

µd−1(A0(h2, l))dl

13



where µd−1 denotes the (d − 1)-dimensional Lebesgue measure and A0(h2, l) refers
to the (d − 1)-dimensional sphere with centre led and radius s(l), being

s(l) =
√

α2 − (α − h2 + l)2.

Therefore,

µ(A(h2)) = ωd−1

∫ h2

0

s(l)d−1dl. (28)

Similarly,

µ(C(h1)) = ωd−1

∫ h1

0

r(l)d−1dl, (29)

where r(l) =
√

r2
n − (rn − h1 + l)2, for 0 ≤ l ≤ h1. In view of (28) and (29) and

since h2 ≤ h1, if we are able to prove that s(l) ≤ r(l) for 0 ≤ l ≤ h2, then

µ(A(h2)) = ωd−1

∫ h2

0

s(l)d−1dl ≤ ωd−1

∫ h2

0

r(l)d−1dl ≤ ωd−1

∫ h1

0

r(l)d−1dl = µ(C(h1)).

As r(l) ≥ 0 and s(l) ≥ 0 it suffices to show that s(l)2 ≤ r(l)2 or, equivalently,
r(l)2 − s(l)2 ≥ 0. By construction r(0)2 = s(0)2 = λ2. and an easy computation
shows that r(l)2 − s(l)2 is an increasing function. Indeed,

r(l)2 − s(l)2 = 2l(α − rn + h1 − h2) + (h2
2 − h2

1 + 2rnh1 − 2αh2) (30)

and the derivative of (30) with respect to l satisfies

2(α − rn + h1 − h2) ≥ 0,

since rn ≤ α and h2 ≤ h1. Therefore s(l) ≤ r(l) for 0 ≤ l ≤ h2 and µ(A(h2)) ≤
µ(C(h1)). Now, if we return to the equation (27), we get

µ(B(x̃, rn) ∩ S) ≤ 2µ(C(h1)). (31)

We will thus concentrate on C(h1). We get

µ(C(h1)) = ωd−1

∫ h1

0

(

2rnt − t2
)

d−1
2 dt.

It is immediate that 2rnt − t2 ≤ 2rnt, for 0 ≤ t ≤ h1 and hence

µ(C(h1)) ≤ ωd−1

∫ h1

0

(2rnt)
d−1
2 dt =

ωd−1

d + 1
2

d+1
2 r

d−1
2

n h
d+1
2

1 .

Since h1 ≤ d(x, ∂S), we have

µ(C(h1)) ≤
ωd−1

d + 1
2

d+1
2 r

d−1
2

n d(x, ∂S)
d+1
2 . (32)

Combine (31) and (32) to obtain

µ(B(x̃, rn) ∩ S) ≤
ωd−1

d + 1
2

d+3
2 r

d−1
2

n d(x, ∂S)
d+1
2 .
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As a consequence,

PX(B(x̃, rn)) ≤
1

µ(S)

ωd−1

d + 1
2

d+3
2 r

d−1
2

n d(x, ∂S)
d+1
2 = Lr

d−1
2

n d(x, ∂S)
d+1
2 .

Finally, if we apply the latter bound to (26), then we have that

E(dµ(S, Sn)) ≥

∫

{x∈S:d(x,∂S)≤rn/2}

exp
(

−2nLr
d−1
2

n d(x, ∂S)
d+1
2

)

µ(dx)

=

∫

T −1([0,rn/2])

g(T (x))µ(dx),

where T : S → R is defined as T (x) = d(x, ∂S) and g(z) = exp(−2nLr
d−1
2

n z
d+1
2 ).

By the change of variables formula (see Theorem 16.12 of Billingsley (1995))
∫

T −1([0,rn/2])

g(T (x))µ(dx) =

∫

[0,rn/2]

g(ρ)µT −1(dρ)

where ρ = T (x) and µT −1 is the measure on R defined by µT −1(A) = µ(T −1(A)),
for A ⊂ R. The measure µT −1 is characterized by F (z) = µ{x ∈ S : d(x, ∂S) ≤ z}.
We know from Federer (1959) that F (z) is a polynomial of degree at most d in z.
In fact, in this particular case, for z < α, F (z) = ωd(α

d − (α− z)d). Therefore F is
differentiable and

E(dµ(S, Sn)) ≥

∫

[0,rn/2]

g(ρ)µT −1(dρ)

=

∫ rn/2

0

exp
(

−2nLr
d−1
2

n ρ
d+1
2

)

F ′(ρ)dρ

=

∫ rn/2

0

exp
(

−2nLr
d−1
2

n ρ
d+1
2

)

ωdd(α − ρ)d−1dρ.

It is immediate to show that for 0 ≤ ρ ≤ rn/2 the function F ′(ρ) = ωdd(α − ρ)d−1

is decreasing with F ′(ρ) ≥ F ′(rn/2) = ωdd(α− rn/2)d−1 ≥ ωdd(α/2)d−1. Therefore

E(dµ(S, Sn)) ≥

∫ rn/2

0

exp
(

−2nLr
d−1
2

n ρ
d+1
2

)

ωdd
(α

2

)d−1

dρ

= ωdd
(α

2

)d−1
∫ 2nL

2(d+1)/2
rd

n

0

1
d+1
2 (2L)2/(d+1)

r
− d−1

d+1
n n− 2

d+1 e−vv
1−d
d+1 dv

= ωdd
(α

2

)d−1 1
d+1
2 (2L)2/(d+1)

r
− d−1

d+1
n n− 2

d+1

∫ 2nL

2(d+1)/2
rd

n

0

e−vv
1−d
d+1 dv.

We have used the change of variables formula with v = 2nLr
d−1
2

n ρ
d+1
2 . Therefore

lim inf
n→∞

r
d−1
d+1
n n

2
d+1 E(dµ(S, Sn)) ≥ lim inf

n→∞

ωdd (α/2)
d−1

d+1
2 (2L)2/(d+1)

∫ 2nL

2(d+1)/2
rd

n

0

e−vv
1−d
d+1 dv.

Since nrd
n → ∞, we have

lim inf
n→∞

r
d−1
d+1
n n

2
d+1 E(dµ(S, Sn)) ≥

ωdd (α/2)
d−1

d+1
2 (2L)2/(d+1)

∫ ∞

0

e−vv
1−d
d+1 dv > 0.
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This completes the proof of the theorem. �

Appendix. Rolling condition, reach and α-convexity

The free rolling condition, recall Definition 2.2, has useful implications which are
worth noting. In this appendix we list some results relating the rolling condition to
the positive reach or the α-convexity of a set are given.

We begin by making some preliminary comments. Assume that a ball of radius
α > 0 rolls freely in a nonempty closed set A ⊂ R

d and let a ∈ ∂A. By definition
there exists x ∈ A such that a ∈ B(x, α) ⊂ A and, necessarily, ‖x − a‖ = α.
Observe that if ‖x − a‖ < α, then it easily follows that a ∈ B̊(a, α − ‖x − a‖) ⊂
B̊(x, α) ⊂ int(A), yielding a contradiction since a ∈ ∂A. Define the unit vector
η(a) = (a−x)/ ‖a − x‖. Then we can write B(a−αη(a), α) ⊂ A since x = a−αη(a).
It is important to note that the free rolling condition in A does not imply that the
point x and, consequently, the vector η(a) are unique, see Figure 3.

b

b

a2
b

b

ba1
α

A

Figure 3: A ball of radius α rolls freely in A. For the point a1 ∈ ∂A there exists a unique
x ∈ A such that a1 ∈ B(x, α) ⊂ A. However, for the point a2 ∈ ∂A, a2 ∈ B(x, α) ⊂ A
for infinite x ∈ A.

Lemma 5.2 shows that the uniqueness of the unit vector η(a) such that B(a −
αη(a), α) ⊂ A is closely related to the existence of some x /∈ A such that a coincides
with the metric projection of x onto A.

Lemma 5.2. Let A ⊂ R
d be a nonempty closed set and a ∈ ∂A. Assume that there

exists x /∈ A such that
ρ = ‖x − a‖ = d(x,A),

that is, a is a metric projection of x onto A. If there exists α > 0 and a unit vector
η(a) such that B(a − αη(a), α) ⊂ A, then

x = a + ρη(a).

Proof. To see this suppose the contrary, that is, suppose that there exists x under
the stated conditions such that x 6= a + ρη(a). Then, it can be easily seen that x,
a, and a − αη(a) cannot lie on the same line and hence,

‖a − αη(a) − x‖ < ‖a − αη(a) − a‖ + ‖a − x‖ = α + ρ. (33)
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Now, let z ∈ ∂B(a− αη(a), α)∩ [x, a− αη(a)], where [x, a− αη(a)] denotes the line
segment with endpoints x and a − αη(a), see Figure 4. We have

‖a − αη(a) − x‖ = ‖a − αη(a) − z‖ + ‖z − x‖ = α + ‖z − x‖.

Therefore, by (33)

‖z − x‖ = ‖a − αη(a) − x‖ − α < α + ρ − α = ρ,

which is a contradiction since z ∈ A and ρ = d(x,A).

b

a − αη(a)

b
x

b
a

A

Ac

b z

Figure 4: Elements of Lemma 5.2.

Remark 5.1. A direct consequence of Lemma 5.2 is that the vector η(a) is unique,
whenever a is the metric projection of some x /∈ A onto A. Another interpretation
is that if a ∈ ∂A and there exists more that one ball such that a ∈ B(x, α) ⊂ A, then
a cannot be the metric projection of any point x /∈ A, see Figure 5.

α
ba

A

Figure 5: For the set A in gray and the point a ∈ ∂A we can find two unit vectors η(a)
such that B(a − αη(a), α) ⊂ A. It follows from Lemma 5.2 that a cannot be the metric
projection of any x /∈ A onto A.

The following lemma shows that the rolling condition guarantees some regularity
on the boundary of the set.

Lemma 5.3. Let A ⊂ R
d be a nonempty closed set. Assume that a ball of radius

α > 0 rolls freely in A. Then,

int(Ac) = Ac and ∂A = ∂Ac.
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Proof. First we prove that int(Ac) = Ac. It is straightforward to see that Ac ⊂
int(Ac) by using that Ac is open. Now we prove that int(Ac) ⊂ Ac. Suppose the
contrary, that is, suppose that there exists x ∈ int(Ac) such that x /∈ Ac. Then,
x ∈ A ∩ Ac = ∂A. By the free rolling condition in A, there exists p ∈ A such that
x ∈ B(p, α) ⊂ A. Moreover, as we have seen ‖x − p‖ = α. Since x ∈ int(Ac), there
exists ε > 0 such that B(x, ε) ⊂ Ac. Assume that ε < α and consider the point

yλ = x + λ
p − x

‖p − x‖
, λ ∈ (0, ε).

We have yλ ∈ B̊(p, α) ⊂ int(A). We get a contradiction since yλ ∈ B(x, ε) ⊂ Ac.
The proof for ∂A = ∂Ac is now straightforward if we use that the boundary of a set
can be written as the adherence of the set minus its interior. Since Ac is open and
int(Ac) = Ac, we obtain

∂Ac = Ac \ int(Ac) = Ac \ Ac = Ac \ int(Ac) = ∂Ac = ∂A.

An immediate consequence of Lemma 5.3 is given in the following lemma.

Lemma 5.4. Let A ⊂ R
d be a nonempty closed set. Assume that a ball of radius

α > 0 rolls freely in A. Then,

A = Acc
.

Proof. The result is a straightforward application of Lemma 5.3. Use that int(Ac) =
Ac to obtain

Acc
= int(Ac)c = A.

Remark 5.2. The set Acc
can also be written as int(A). Since A is closed, it is

straightforward to verify that int(A) ⊂ A. We then deduce that the rolling condition
in A is essential in order to guarantee that A ⊂ int(A), since in general this is not
true, see Figure 6.

b x

Figure 6: For A = B ∪ {x}, we have that Acc
= int(A) = B. Note that A does not fulfill

the free rolling condition in A.

From here on, we will assume that A ⊂ R
d is a nonempty closed set such that

a ball of radius α > 0 rolls freely not only in A but also in Ac. The implications of
this assumption are established in Lemmas 5.6, 5.7, 5.8, and 5.9. First, we would
like to comment on the symmetric roles that A and Ac play in this assumption. It
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can be proved that the roles of A and Ac are interchangeable in the sense that if
a ball of radius α > 0 rolls freely in A and in Ac, then we also have that a ball of

radius α > 0 rolls freely in Ac and in Acc
. The precise statement is given in Lemma

5.5, which relies on Lemma 5.4.

Lemma 5.5. Let A ⊂ R
d be a nonempty closed set. Assume that a ball of radius

α > 0 rolls freely in A and in Ac. Then, a ball of radius α > 0 rolls freely in Ac and

in Acc
.

Proof. The result is a direct consequence of Lemma 5.4 which states that Acc
=

A.

Lemma 5.6. Let A ⊂ R
d be a nonempty closed set. Assume that a ball of radius

α > 0 rolls freely in A and in Ac. Then, for all a ∈ ∂A there exists a unique unit
vector η(a) such that

B(a − αη(a), α) ⊂ A and B(a + αη(a), α) ⊂ Ac.

Proof. Let a ∈ ∂A. By the free rolling condition in A, there exists x ∈ A such
that a ∈ B(x, α) ⊂ A. Moreover, x can be written as x = a − αη(a), where
η(a) = (a − x)/ ‖a − x‖. By Lemma 5.3, ∂A = ∂Ac and hence a ∈ ∂Ac. The free
rolling condition in Ac yields that there exists y ∈ Ac such that a ∈ B(y, α) ⊂ Ac

and then ‖y − a‖ = d(y,A) = α, that is, a is the metric projection of y /∈ A onto A.
It follows from Lemma 5.2 that

y = a + αη(a),

and therefore B(a + αη(a), α) ⊂ Ac.

Remark 5.3. Note that by Lemma 5.3 we can conclude that if B(a + αη(a), α) ⊂ Ac,
then B̊(a + αη(a), α) ⊂ Ac, since int(Ac) = Ac.

Next we focus on the relation between the free rolling condition and the positive
reach of a set. The reach of a nonempty set A, reach(A), is defined as the largest α,
possibly infinity, such that if x ∈ R

d and d(x,A) < α, then the metric projection of
x onto A is unique. Lemma 5.7 states that if A is a nonempty closed subset of R

d

such that a ball of radius α rolls freely in A and in Ac, then ∂A has positive reach,
being reach(∂A) ≥ α. As a consequence every point whose distance to ∂A is lower
than α has a unique metric projection onto ∂A.

Lemma 5.7. Let A ⊂ R
d be a nonempty closed set. Assume that a ball of radius

α > 0 rolls freely in A and in Ac. Then, for all x ∈ R
d such that ρ = d(x, ∂A) < α

there exists a unique point a ∈ ∂A such that ‖x − a‖ = d(x, ∂A). That is, the reach
of ∂A is greater or equal to α.

Proof. Let x ∈ R
d such that ρ = d(x, ∂A) < α. We can assume that x /∈ ∂A since

the result is trivial otherwise. First, suppose that x /∈ A. If there exist two metric
projections of x onto ∂A, namely a1 and a2, then by the free rolling condition in A
and by Lemmas 5.2 and 5.6, we have that

x = a1 + ρη(a1) = a2 + ρη(a2),
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where η(a1) and η(a2) are the unique unit vector such that

B(ai − αη(ai), α) ⊂ A and B(ai + αη(ai), α) ⊂ Ac, i = 1, 2.

The points x, a2 + αη(a2), and a1 cannot lie on the same line. Otherwise

a1 = a2 + λη(a2)

for some λ ∈ R. But by assumption a1 = a2 +ρη(a2)−ρη(a1) and hence |λ−ρ| = ρ,
that is, λ = 0 or λ = 2ρ. None of these two values is valid. First, λ = 0 yields
a1 = a2 which is a contradiction since we are assuming that both points are different.
Second, λ = 2ρ < 2α yields

‖a1 − (a2 + αη(a2))‖ = |2ρ − α| < α,

and hence a1 ∈ B̊(a2 + αη(a2), α) ⊂ Ac, which is another contradiction since a1 ∈
∂A. Therefore, x, a2 + αη(a2), and a1 do not lie on the same line. Finally, using
the strict triangle inequality and ρ ≤ α we have that

‖a1 − (a2 + αη(a2))‖ < ‖a1 − x‖ + ‖x − (a2 + αη(a2))‖ = ρ + (α − ρ) = α.

This is again a contradiction since a1 ∈ ∂A. Therefore, the projection onto ∂A of
x /∈ A such that ρ = d(x, ∂A) < α is unique. Now suppose that x ∈ A. Since we
are assuming that x /∈ ∂A it can be easily seen that x /∈ Ac. Moreover, ∂Ac = ∂A
by Lemma 5.3 and hence d(x, ∂Ac) < α. The result is now straightforward if we
repeat the same steps as before and use that, by Lemma 5.5, the roles of A and Ac

are interchangeable.
�

Therefore, Lemma 5.7 proves that a sufficient condition for ∂A ⊂ R
d to have

positive reach is that a ball of radius α > 0 rolls freely in A and in Ac. It is
convenient to note, as it is shown in Figure 7, that it is not enough that a ball of
radius α rolls freely in A in order to guarantee that reach(∂A) ≥ α. The same occurs
if a ball of radius α only rolls freely in Ac, see Figure 8. In Lemma 5.8 we state a
useful application of Lemma 5.7.

Lemma 5.8. Let A ⊂ R
d be a nonempty closed set. Assume that a ball of radius

α > 0 rolls freely in A and in Ac. Then A and Ac are both sets with positive reach,
being reach(A) and reach(Ac) greater or equal to α.

Proof. The result is an immediate consequence of Lemma 5.7.

Finally, it remains to establish the relation between the rolling condition and the
α-convexity, recall Definition 2.1. Lemma 5.9 states the result.

Lemma 5.9. Let A ⊂ R
d be a nonempty closed set. Assume that a ball of radius

α > 0 rolls freely in A and in Ac. Then A and Ac are both α-convex.

Proof. First we shall prove that A = Cα(A). Since by definition A ⊂ Cα(A), it
suffices to show that if x ∈ Ac then x /∈ Cα(A). Thus, let x ∈ Ac and ρ = d(x,A). If
ρ ≥ α, then x ∈ B̊(x, α) ⊂ Ac and therefore x /∈ Cα(A). If ρ < α, then by Lemmas
5.8 and 5.6 there exists a unique point a ∈ ∂A and a unique unit vector η(a) such
that x = a + ρη(a) and

x ∈ B̊(a + αη(a), α) ⊂ Ac,

which yields x /∈ Cα(A). It remains to proof that Ac is α-convex. The result is an
immediate consequence of the latter and Lemma 5.4.
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α

b

xA

Figure 7: A ball of radius α rolls freely in A, d(x, ∂A) < α, and the metric projection of
x onto ∂A is not unique.

α

b

x
A

Figure 8: A ball of radius α rolls freely in Ac, d(x, ∂A) < α, and the metric projection
of x onto ∂A is not unique.

Remark 5.4. The converse of Lemma 5.9 may fail, that is, we may find sets A
such that A and Ac are both α-convex but do not satisfy the rolling condition in A
and in Ac. See for example Figure 6, where the sets A = B ∪ {x} and Ac = R

2 \ B̊
are both α-convex for α = 1. However, a ball of radius 1 does not roll freely in A
because of the point x.
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